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CONSPECTUS: Single atom electrocatalysts, with noble metal-free
composition, maximal atom efficiency, and exceptional reactivity
toward various energy and environmental applications, have become a
research hot spot in the recent decade. Their simplicity and the
isolated nature of the atomic structure of their active site have also
made them an ideal model catalyst system for studying reaction
mechanisms and activity trends. However, the state of the single atom
active sites during electrochemical reactions may not be as simple as is
usually assumed. To the contrary, the single atom electrocatalysts
have been reported to be under greater influence from interfacial
dynamics, with solvent and electrolyte ions perpetually interacting
with the electrified active center under an applied electrode potential.
These complexities render the activity trends and reaction
mechanisms derived from simplistic models dubious.
In this Account, with a few popular single atom electrocatalysis systems, we show how the change in electrochemical potential
induces nontrivial variation in the free energy profile of elemental electrochemical reaction steps, demonstrate how the active centers
with different electronic structure features can induce different solvation structures at the interface even for the same reaction
intermediate of the simplest electrochemical reaction, and discuss the implication of the complexities on the kinetics and
thermodynamics of the reaction system to better address the activity and selectivity trends. We also venture into more intriguing
interfacial phenomena, such as alternative reaction pathways and intermediates that are favored and stabilized by solvation and
polarization effects, long-range interfacial dynamics across the region far beyond the contact layer, and the dynamic activation or
deactivation of single atom sites under operation conditions. We show the necessity of including realistic aspects (explicit solvent,
electrolyte, and electrode potential) into the model to correctly capture the physics and chemistry at the electrochemical interface
and to understand the reaction mechanisms and reactivity trends. We also demonstrate how the popular simplistic design principles
fail and how they can be revised by including the kinetics and interfacial factors in the model. All of these rich dynamics and
chemistry would remain hidden or overlooked otherwise. We believe that the complexity at an electrochemical interface is not a
curse but a blessing in that it enables deeper understanding and finer control of the potential-dependent free energy landscape of
electrochemical reactions, which opens up new dimensions for further design and optimization of single atom electrocatalysts and
beyond. Limitations of current methods and challenges faced by the theoretical and experimental communities are discussed, along
with the possible solutions awaiting development in the future.
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critical for stabilizing the key reaction intermediate and
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1. INTRODUCTION
Since the first report of an “atomically dispersed catalyst” in
19995 and the coinage of the term “single atom catalyst” (SAC)
in 2011,6 this family of catalysts has become a hot research topic
in various fields, from energy and environmental applications to
fundamental surface sciences. An especially successful branch of
SACs is the single atom electrocatalysts (SAEs), which consists
of single-atom active sites uniformly dispersed on a conducting
support, so that they can be used to catalyze electrochemical
reactions. Such structural constructs can maximize the atom
efficiency, making full use of the supported element.7 Moreover,
the strong interaction between the supported single-atom sites
and the underlying substrate is usually accompanied by
significant charge transfer, leading to distinct reactivities from
their bulk counterparts. These behaviors allow rational
construction of active sites based on earth-abundant transition
metals with performance comparable to noble metal-based
catalysts.

Benefiting from the aforementioned merits, SAEs have
quickly become game changers in the field of electrocatalysis,
boasting extremely high activity and selectivity toward various
electrocatalytic reactions.8−11 The merit of SAEs lies in not only
their reactivity but also their uniformly dispersed active sites,
whose exact structures and local environments can be resolved
by various characterization methods. With this respect, SAEs
also serve as perfect model systems for fundamental studies
where experiment and theory can join hands to investigate the
mechanisms of various key catalytic reactions.

Compared to the advances in characterization techniques and
instrumentation, the development of computational models for
SAEs has been more stagnant in the past decade: the
computational hydrogen electrode (CHE) is still the most
popular go-to choice of the SAE research community, thanks to
its simplicity and relatively low computational cost. Although
the CHE model has been used to predict the activity trend of
some SAE systems with decent accuracy, it has also failed on
many others.12 The inconsistent and system-dependent
performance of the CHE for SAEs can be attributed to its
underlying assumptions such as linear scaling relationships and
thermodynamics-determined overpotentials. Such oversimplifi-
cations have been proven to be dangerous and misleading if used
indiscriminately, especially for systems limited by kinetics.13

Therefore, it is crucial to scrutinize the reaction energetics
with a proper consideration of realistic factors. Electrochemical
reactions takes place at an electrified electrode/electrolyte
interface, with the reaction intermediates under the influence of

the dynamic solvent environment, electrolyte ions, the varying
electrode potential, and so on.14 Moreover, many of the realistic
factors can be interdependent on each other, with different
extents of coupling, giving rise to intricate interplay, which
further complicates the modeling.

In this Account, we will review the current state of realistic
modeling of SAEs, based on a collection of recent works,
including our own contributions, with a focus on the aqueous
systems where the interfacial dynamics and local solvation
environments play a critical role in determining the kinetics,
thermodynamics, potential dependence, and even the reaction
pathway of the electrocatalytic reaction. We also critically
examine the challenges and limitations associated with the
current “state-of-the-art” methods and propose some promising
future directions to address these issues.

2. POTENTIAL DEPENDENCE OF THE REACTION FREE
ENERGY PROFILE

Quantifying the potential dependence of the reaction free
energies and barriers is necessary for understanding the
reactivity of SAEs or any electrocatalytic systems. However,
the CHE model usually assumes that the potential dependence
of reaction free energies follows a simple linear potential
dependence of 1 eV per volt. In the cell- and charge-
extrapolation schemes of the extended CHE model,15,16 the
free energy barriers at different electrode potentials are
calculated based on the same transition state (TS) geometry,
with usually insufficient explicit solvation. However, for
reactions involving intermediates that are highly polar or can
form hydrogen bonds with water, the free energy profile can
reshape dramatically. Due to the dynamic nature of the
hydrogen bond network within water, it is crucial to perform
sufficient configurational sampling to obtain accurate energetics.
For example, by ab initio molecular dynamics (AIMD)
simulation combined with constrained MD sampling and full
explicit solvation treatment, we found that the reaction free
energy landscape of *N2 → *NNH on graphitic carbon with
embedded FeN4 SA sites (FeN4/C), the first step of the nitrogen
reduction reaction (NRR), reshapes significantly at different
electrode potentials (Figure 1).4 The reaction free energy and
barrier do not linearly correlate with the electrode potential,
with a huge boost in both thermodynamics and kinetics as the

Figure 1. Free energy profiles of N2 activation on FeN4/C
electrocatalyst at −0.23 V, −0.48 V, and −0.68 V. The corresponding
final state geometries are shown on the right. Reproduced with
permission from ref 4. Copyright 2022 American Chemical Society.
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electrode potential goes from −0.48 V to −0.68 V. More
intriguingly, the relative location of the TS along the reaction
profile is also dependent on the electrode potential, with the TS
at −0.68 V being much closer to the initial state (IS) compared
to the cases at more positive potentials. Using the free energetics
obtained from AIMD free energy sampling, the overpotential of
NRR is predicted to be around 0.7 V, which is much more
consistent with experimental observations than the prediction of
CHE model (less than −1 V). Those dramatic changes of the
reaction free energy profile are due to the response of the
interfacial solvation structure to varying potentials: as the waters
in the contact layer rearrange, their highly directional hydrogen
bond interactions with the reaction intermediate would evolve
in a rather unpredictable way, causing nonlinearity in the
potential dependence of the free energetics and changing the TS
location in the reaction profile.

Including the solvation environment explicitly is also the key
to understanding the selectivity trends of electrocatalytic
reactions on SAEs. The CO2 reduction reaction (CO2RR) is
subject to competition with the hydrogen evolution reaction
(HER) in negative potential regimes, and the potential
dependent selectivity has not been well understood by the
CHE model. By AIMD free energy sampling, we show that CO2
→ *COOH, the first step of CO2RR, which is usually treated as a
proton coupled electron transfer (PCET) step, is actually
decoupled to an electron transfer (ET) step followed by a proton
transfer (PT) step on FeN4/C.3 The CO2 can only be activated
to form a bent adsorbed *CO2 under a more negative potential
(Figure 2a), and the TS location also significantly shifts as the
potential varies, similar to the case of *N2 → *NNH in the NRR
(vide infra). Note that this TS geometry is not obtainable with
neutral-charge DFT calculations or without sufficient explicit
solvation. Once the CO2 is activated and adsorbed to the active
site, the subsequent PT process is almost barrierless. In other
words, the rate of CO2 → *COOH is solely determined by the
CO2 activation ET step, and the failure of the CHE model to
predict the overpotential of the CO2RR is due to basing
overpotential on the thermodynamics of the combined two
steps. The CO2 activation is an almost vertical reduction
process, which has a potential dependence of barriers smaller
than that of the rate-determining step (RDS) of the HER
(Figure 2b), which leads to a crossover of selectivity at ca. −0.9
V, in line with the experimental observations.

Obtaining the correct potential dependence of reaction free
energies underlies the success of rational design efforts. Based on
the insights obtained from the CO2RR on FeN4/C, we further
investigated the case of NiN4/C with fine-tuned first-sphere
coordination environments.17 By altering the ratio of N and C in

the first coordination sphere of the Ni center, the free energetics
of the ET and PT steps can be tuned to achieve optimal overall
kinetics of the CO2RR. By microkinetic modeling based on the
obtained potential dependent free energy profiles, NiN1C3/C is
found to be the optimal pH-universal CO2RR catalyst among
the studies Ni SAEs.

An important implication from the above examples is that the
reaction profile is not stationary at varying potentials; the
location of the TS along the reaction coordinate changes at
different potentials as a result of a reshaped free energy surface.
In other words, the correct potential dependence of such an
electrochemical reaction step could not be obtained by vertically
charging/discharging each image along a neutral-charge
minimum energy path. The shifting is most pronounced for
reaction steps where the polarity of the adsorbate changes
dramatically in the course of the reaction, such as the activation
of N2 (Figure 1) and CO2 (Figure 2a). The reaction steps
involving little change in polarity are less affected, such as *H
desorption (Figure 2b). Since most electrocatalytic reactions
involve both types of elementary steps (usually alternating), the
rate-determining step could vary with potential, and the
potential dependence of the TS location and barrier height
could be highly inconsistent among elementary steps. An
example is the inversion of water and dioxygen binding energy
on the FeN4 site as potential becomes more positive, which
makes the step of dioxygen replacing adsorbed water the rate-
limiting step, rather than the common belief of the hydro-
genation step being rate-limiting.18

Note that all simulations discussed in this section as well as
any similar works in the field employ a charge extrapolation
scheme assuming a constant interfacial capacitance. In reality,
the interfacial capacitance could vary along with the
reorganization of the solvation layer and the chemical identity
of the reaction intermediates, which are also potential
dependent. There are some approaches that can obtain
constant-potential energetics based on constant-charge ener-
getics at very low costs, by adding an adaptive electric field
correction19 or by Legendre transformation.20 However, these
two approaches are based on a single transition path (usually
from nudged elastic band calculation) with minimal solvation,
which neglects completely the configurational changes and
dynamics of the electrolyte along the reaction coordinate.
Recent theoretical work has demonstrated that constant-charge
and constant-potential ensembles are conjugated, and one can
mathematically derive equilibrium constant-potential properties
from a constant-charge trajectory.21 This approach better
accounts for the configurational entropy but still can fail in
systems with phase transition-like potential dependent config-

Figure 2. Free energy profiles of (a) CO2 electro-activation and (b) *H desorption on FeN4/C. Reproduced with permission from ref 3. Copyright
2022 American Chemical Society.
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urational changes.1 A more rigorous treatment is to include an
additional outer iteration, i.e., an imaginary potentiostat, to
address the varying capacitance and extra charge in the system to
achieve constant potential calculations of electronic free
energies.22 However, such methods are usually much more
expensive than models based on the constant capacitance
assumption and constant charge calculations, and there can still
be unphysical behaviors in the potentiostat treatment. To date, it
is still challenging to achieve accurate potential dependence
(electronic free energy), configurational changes (entropic
contribution to free energy, solvation, and dynamics), and low
computational cost at the same time.

3. SOLVATION-MEDIATED ALTERNATIVE REACTION
MECHANISMS

The polarity-dependent shift of the reaction profile arises from
the interaction between the polar reaction intermediate and its
neighboring water molecules via the highly directional H-bond
interactions and adaptive H-bond networks. Although in most
cases, the interaction only preferentially (de)stabilizes some
reaction intermediates without altering the reaction mechanism,
there exist cases where a qualitative change is induced.23 One of
the extreme cases is the chemisorption of dioxygen, the first step
of the oxygen reduction reaction (ORR), on MnN4/C.24 As is
shown in Figure 3a, the *O2 transforms from a usually assumed
terminal configuration into a side-on configuration sponta-
neously in an explicit water environment, accompanied by
significant charge transfer from the catalyst to the adsorbate,
during AIMD simulations. The side-on configuration also
features a weaker O−O bond than in the terminal configuration.

After protonation, the O−O bond in side-on *O2 breaks to form
*O and *OH on the Mn center (Figure 3a), rather than the
usually assumed *OOH intermediate, similar to an earlier report
by Li et al.25 The alternative ORR reaction pathway has much
lower energy barriers than the traditional *OOH pathway and is
more consistent with the experimental overpotentials. This
example highlights the stabilization of unconventional config-
urations of reaction intermediates, both energetically and
geometrically, even on a single atom active site. Highly polar
adsorbates with multiple possible binding configurations are
expected to be subject to such configuration-altering changes,
and it is worth revisiting common electrochemical reactions
involving such intermediates.

The configuration of the solvent−intermediate complex
around a reaction intermediate also plays a crucial role in
determining the free energies. For example, *H atoms formed
from hydronium on CrN4/C and on RhN4/C have almost
identical configurations but very different free energies, with the
barriers of adsorption being 1.05 eV on CrN4/C but only 0.30
eV on RhN4/C (Figure 3b).1 This distinction originates in the
configurational difference between their transition paths (Figure
3c): in the final state (*H + water), the water molecule over the
*H on Rh/N4C maintains an O-down configuration, which
requires minimal movement as compared to the initial state;
however, the water molecules over the *H on Cr/N4C would
need to flip to the H-down configuration, introducing an
additional reorganization step and hence raising the free energy
barrier. The orientation of the water molecule depends on the
charge of the *H intermediate: earlier transition metals (Cr, Fe,
Mn) tend to favor a more hydridic *H, which well serves as a

Figure 3. (a) Evolution of the O−O bond length in an *O2 intermediate on MnN4/C during AIMD simulation, with key snapshots shown on the right.
Reproduced with permission from ref 24. Copyright 2020 American Chemical Society. (b) Free energy profiles and (c) initial and final state geometries
of *H desorption on CrN4/C and RhN4/C. Reproduced with permission from ref 1. Copyright 2023 American Chemical Society. (d) Revised activity
volcano plot considering kinetic effects. Reproduced with permission from ref 1. Copyright 2023 American Chemical Society.
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strong H-bond acceptor and causes the water nearby to adopt a
H-down orientation toward it; the late transition metals (Ru, Ir,
Rh), however, could maintain a near-neutral *H and serve as a
weak H-bond donor to stabilize the water overhead in its initial
O-down orientation. In other words, the charges of *H atoms on
metal centers are near the critical value between the making of a
H-donor or -acceptor; hence even a subtle variation can induce a
phase transition-like reorientation of the water molecule near
the reaction intermediate and the reorganization of the H-bond
networks beyond. The catalysts with a H-down water in their
final states hence suffer from significant kinetic hindrance and
exhibit bad HER/hydrogen oxidation reaction (HOR) perform-
ance despite favorable thermodynamics (ΔGH). To better assess
the activity of a single atom catalyst, both thermodynamic and
kinetic metrics should be considered, and the resulting activity
trend is far more complicated than a 1-dimensional activity
volcano (Figure 3d). Note that our result is not a simple
“shifting” of the HER activity volcano but inclusion of another
dimension (Volmer kinetics) in the design space. Our revised
model contains two descriptors, H binding energy for
thermodynamics and net charge on *H for kinetics. The
conventional HER activity volcano is valid only in the subspace
of little kinetic hindrance. The original activity volcano model is
after all a projection or cross-section of a higher dimension
hypersurface to one single descriptor by considering only
thermodynamics. By considering kinetics as well, which is
decoupled from thermodynamics in some systems, we can
recover the lost and projected-out degrees of freedom and
unlock a large design space.

The studied kinetics−thermodynamics decorrelation is only
accessible using a fully explicit solvation treatment, and it could

in part explain the failure of the Brønsted−Evans−Polanyi
(BEP) relation and the Sabatier principle in predicting activity
trend of SACs: the more isolated active sites could host a more
dramatic variation of local solvation configurations, which would
translate to more significant kinetic effects which is often
overlooked in simplified models.

4. INTERFACIAL DYNAMICS BEYOND THE CONTACT
LAYER

The complex interfacial dynamics of solvent and reaction
intermediates can take place far beyond the direct catalyst
surface. During the AIMD simulation of ORR intermediates on
FeN4/C with full explicit solvation treatment, a dissociative
mechanism is observed. Moreover, the hydroxide anion, as the
result of *OOH dissociation, does not diffuse away into the bulk
solution but stays within a few water layers over the catalyst
surface, which we dubbed as a “pseudo-adsorption” state (Figure
4a).2 More interestingly, the position of the pseudo-adsorbed
hydroxide anion fluctuates during the course of the reaction,
varying with different present reaction intermediates in a
coupled manner (Figure 4b). Such variation along the reaction
profile lies in the polarization of the catalyst/water interface, as is
illustrated in Figure 4c. In the immediate vicinity of the reaction
intermediate, the solvation shell is highly electrified and
polarized to form a compact ordered phase which pushes the
dissociated species outward (an entropic effect). Whereas in the
bulk solution, the organization of water is neutral and
disordered, offering little stabilization for the dissociated species.
Between the two extremes a transition region emerges, where
the solvation shell is ordered but not so compact, so that it
affords an overall optimal stabilization effect and confine the

Figure 4. (a) Evolution of the pseudo-adsorbed hydroxide−surface distance and (b) spatial distribution of pseudo-adsorbed water and hydroxide
during AIMD simulation for different ORR intermediates. (c) Free energy profile of hydroxide movement across the interface with key regions labeled.
Reproduced with permission from ref 2. Copyright 2022 the Authors. Published by Springer Nature under a Creative Commons CC BY License.
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hydroxide anion within a few water layers from the catalyst
surface. The exact location of such an optimal transition region
depends on the polarity of the reaction intermediate and its H-
bond accepting/donating ability, i.e., how strongly it polarizes
the interface and how far it can extend its effect. The hydroxide
can then adaptively diffuse to the optimal region by proton
exchange after/during each reaction step.

The dynamics of the pseudo-adsorbed hydroxide has more
profound implications−how coupled is it to the reaction steps?
This would depend on the specific time scale of the hydroxide
diffusion (via proton exchange), reorganization of the first-shell
solvents around the reaction intermediate, and the propagation
of the polarization effect across the water layers, with respect to
the time scale of the reaction steps. If the pseudo-adsorbed
species diffuses much faster than the reaction steps, then we
could assume that it could reach the equilibrium position (the
global minimum on the free energy surface) after/during each
reaction step. If such a case holds true, then the pseudo-adsorbed
hydroxide and the water layers between it and the catalyst
surface should all be included as part of the reaction system, due
to the strongly coupled dynamics between the surface chemistry
and the hydroxide diffusion. If it is much slower, then the
hydroxide anion may not have enough time to diffuse away or
even to break off from the *OOH intermediate, which brings the
system back to the usually assumed surface-centered associative
mechanism. If the events have similar time scales, then the
pseudo-adsorbed hydroxide may be able to reach the

equilibrium for some reaction intermediates but not for others:
some intermediates that do not interact strongly enough with
their solvation layers may fail to establish a large free energy
gradient and to drive the diffusion of the pseudo-adsorbed
species. We would not be able to quantify such time scales at this
point, but the strongly coupled dynamics on a faraway solvated
species with the catalyst surface is definitely intriguing and could
be present in many common systems where the dissociated
mechanism is likely.

5. DYNAMIC ACTIVATION AND DEACTIVATION
MECHANISMS

In some cases, the interfacial dynamics can also interact strongly
with the active center and alter its chemical nature. Taking the
system of ORR on FeN4/C as an example, if we consider the
back side of the catalyst (the opposite side of the reaction
intermediates) accessible to solvents, a water molecule can
favorably coordinate to the metal center in the back side position
and stay during the full course of the reaction.2 Such
coordination is relatively weak compared to a typical metal−
oxygen bond, and it is more influenced by the identity of the
reaction intermediate on the other side and the rearrangement of
the solvation shell. As can be seen in Figure 5a, the radial
distribution interaction (RDF) peak corresponding to the axial
water ligand varies significantly in both bond length (location of
the peak) and bond strength (width of the distribution),
adapting to the chemical nature of the reaction intermediate

Figure 5. (a) Spatial distribution of the back side axial water during AIMD simulations for different ORR intermediates. Reproduced with permission
from ref 2. Copyright 2022 the Authors. Published by Springer Nature under a Creative Commons CC BY License. (b) Predicted ORR overpotential
window based on a single atom site with or without back side water ligand. Reproduced with permission from ref 26. Copyright 2022 American
Chemical Society. (c) Free energy profile of Cu single atom dissolution upon protonation of the coordinating N. Reproduced with permission from ref
27. Copyright 2022 American Chemical Society. (d) Evolution of Cu−N bond lengths during AIMD simulation. Reproduced with permission from ref
27. Copyright 2022 American Chemical Society. (e) Potential-dependent free energy of Cu4 cluster formation from Cu single atom sites. Reproduced
with permission from ref 27. Copyright 2022 American Chemical Society.
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present. The presence of the axial back side water ligand with
adaptive coordination strength changes the ligand field of the
active center from a square planar or pyramidal to a square
dihedral one. As a result, the reaction energetics is improved by
stabilization of key high-spin reaction intermediates, and the
active center is prevented from M−N bond breakage and
dissolution of metal content.26 Considering the possible
presence of axial ligands is hence crucial in understanding
both the activity and stability of single atom catalysts.

By engineering the morphology of the catalyst, we could
control the water accessibility to the back side. By creating
defects of high concentration near the metal center, it is also
possible to construct MN5 sites, with one N coordinating from
the graphitic layer below. Anionic or molecular additives could
also be introduced to the catalyst to serve as back side ligands
and to modify the reactivity of the metal center.

For CO2RR on Cu SACs, the destabilized coordination
environment of the active center is surprisingly the very origin of
the reactivity.27 Despite metallic Cu being an efficient CO2RR
catalyst, the CuN4 motif itself is known to be inactive toward
CO2RR. However, under a reducing potential, the N ligand
coordinating to the Cu center can be protonated to disrupt the
CuN4 moiety and cause the dissolution of the Cu center. Those
dissolved Cu species can be preferentially reduced back at some
other empty sites to nucleate into small Cu clusters (or
nanostructures ultimately28) which exhibit CO2RR activity. This
is hypothesized to be the general mechanism of Cu-based SACs
for electrocatalytic CO2RR and highly resembles the case of
dynamic single atom sites in thermal catalysis.29 Even if the
metal centers are not dissolved, there can still be a change in the
coordination environment to achieve activation. It has been
reported that, under the ORR conditions, the NiN4 motif can
transform into a near-free and partially reduced NiN2 species,
with two Ni−N bonds broken and the Ni center dangling
slightly out-of-plane. Choi et al. have also recently reported a Pt
SAE system where a minority species with a broken Pt-support
bond (due to protonation of the coordinating C) exhibit broken
symmetry and high electrocatalytic activity.30

It is likely that many other similar single atom electrocatalyst
systems are subject to such dynamic activation mechanisms to
different extents (dangling, dissolution, clustering). In general, a
doped carbon support tends to weaken the anchoring of metal
atoms when the coordination atoms are protonated, which
promotes the metal center to a thermodynamically unstable
undercoordinated state of higher reactivity. The weakened
metal−support interaction can lead to demetalation, but the
consequences can vary among systems−some metals would
exhibit no activity once dissolved, but some may get redeposited
and aggregate into clusters and particles which are responsible
for the electrocatalysis. This calls for critically revisiting the
structural dynamics of the single atom site and its coordination
environments under an operando setting.

6. CHALLENGES, LIMITATIONS, AND HOW TO
ADDRESS THEM

What we have examined in the discussed works is merely a small
fraction of the vast complexity of the electrochemical interfaces.
To achieve an accurate description of the electrocatalytic
systems and to gain reliable fundamental insights, there are still
many grand challenges. In this final section, we will discuss what
obstacles lie ahead, the limit of current methods, and the future
advances that could enable us to get over them.

An appropriate representation of the electrocatalyst is a
prerequisite to any successful modeling efforts. A static model in
the gas phase or with implicit solvation has been shown to be
insufficient in accurately representing the SACs as discussed in
the previous sections, and the realistic scenario can deviate
qualitatively from the conventional understandings. Besides the
interfacial dynamics, there are more factors that require more
elaborate and sophisticated treatments: a prepared SAC
contains not perfectly dispersed uniform MN4 sites but a
cocktail of many sites with various coordination environments,
local active site density, and varied electrolyte accessibility.

Although a pre-reaction acid wash can remove the metal
(nano)particles that formed during the synthesis, a reducing
potential can usually induce reduction of the cationic active
centers to metallic species of a broad distribution of size and
morphology.31

Even if we assume the SA sites to be ideal (having perfect
atomic dispersion and uniform coordination environments and
being free from dissolution or agglomeration), metastable
species can still form from the binding of adsorbates. Recently, it
has been reported that Pt single atoms supported on indium tin
oxide (ITO) would be covered by *O and *OH adsorbates to
form a cationic PtO(OH)4 species under oxygen evolution
reaction (OER) conditions.32 The heavy coverage of the O-
containing adsorbates results from the relatively loose binding
between Pt and ITO, which deviates significantly from that of
bulk Pt and leads to an oxidation state of Pt as high as +2.66. This
change in the chemical state of Pt is associated with a decrease of
0.3 V for the overpotential of the OER as compared to the model
using a bare Pt SA.

Another usually overlooked aspect is the description of the
electronic structure of the SA sites. MN4 species, analogues to
molecular pyrrolic or pyridinic transition metal complexes, are
notorious for the complexity of their electronic structures. The
interaction of the d states of the transition metal center and
conducting bands of various substrates (usually graphitic or
metallic) can give rise to strong electron correlations and
difficulty in determining the correct multiplicity of the metal
center.33,34 Moreover, the MN4 systems vary in their redox
characteristics: some are metal-centered, some ligand-centered,
and some redox-noninnocent.35,36 Currently available computa-
tional methods often fail to provide a reliable picture of metal−
support charge transfer for such reasons.

The varying oxidation states of the SA sites under the reaction
conditions and the strong correlation also cast doubt on the use
of the Hubbard model with a single U value, let alone pure
functionals. More advanced multireference methods are
required to describe these systems, which await the development
of more computationally efficient algorithms and embedding
methods for periodic systems.

The complexity at the electrochemical interface encompasses
multiple factors of diverse origins and various effects: H-bond
and other noncovalent interactions, compactness/iciness of the
double layer, concentration of near-surface ions, the hardness of
the hydration shell, electric fields, interfacial charge transfer, and
so on.37 “Solvation” is a phenomenological collective concept,
after all. The factors could exert different effects on the reaction
system, some competing and some synergistic. As many of the
factors are intrinsically coupled to some others, it is challenging
to separately investigate the effect of a single factor as a
controlled variable without altering the others. A promising
direction is to alter each experimentally controllable factor and
probe the response of the electrochemical interface in order to
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categorize the factors into several somewhat independent
groups by dimension reduction techniques or physical models.
Simplified models of improved accuracy could be built based on
the factor groups to understand the relative magnitude of each
factor and to determine which one or ones are major factors
under various reaction conditions.

Different factors could vary greatly in their characteristic time
scales, spanning from tens of femtoseconds to seconds or even
hours. The current capability of DFT can only achieve
simulation of tens of picoseconds for a few hundreds of atoms,
which is a rather small scale and insufficient to capture many
events of interest. Long time scale events include the diffusion
and hydration dynamics of ions (especially the heavier ones),
reactive events, and other rare events such as major surface
reconstruction and trapping in metastable states. The limited
size of the models and the predefined periodicity also prohibit
the study of long-range ordering, phase transition, step
formation, and surface roughening. Moreover, rigorously
quantifying the effect of a factor requires samples of equilibrium,
which is unaffordable to reach for many events of longer time
scale. A compromise is to sample near an assumed trapped state,
which could serve as a “quasi-equilibrium” and yield semi-
quantitative results to understand certain trends. In any case, the
negligence of kinetic and interfacial factors could yield incorrect
energetics and be misleading in reactivity trends.

To probe the structure of the single-site active centers,
advanced electron microscopy methods such as cryogenic
techniques, electron ptychography, and multidimensional real-
space charge-density imaging have achieved subangstrom spatial
resolution.38−41 The operando electron microscopy techniques
(electrochemical, environmental, etc.) have also enabled direct
observation of the structural evolution during operation, but
compromising some of the spatial-resolution. To address
mechanistic questions, X-ray adsorption spectroscopy, with
the ability to resolve the electronic structural features of active
sites and reaction intermediates, has become an indispensable
tool. Surface sensitive methods, such as surface enhanced
Raman spectroscopy (SERS) and diffuse reflectance infrared
spectroscopy (DRIFTS), also have the ability to capture the
change in surface state and signals of reaction intermediates.
However, the processes within reach of the theory are often
beyond the temporal resolution of current instrumentation,
especially the formation and evolution of metastable surface
species with short lifetimes. Long-range interfacial phenomena,
which can span the range of the whole electric double layer and
involve transient solvated species, are also challenging to detect
with spectroscopic methods. Even if detectable, the signals of the
metastable species can be so weak that they are convoluted and
overwhelmed by bulk signals and noise, especially on catalysts
with dynamic single-atom active sites. Hence, many of the
gained atomistic insights discussed in this work are beyond the
resolution of in situ characterization techniques, which makes
the role of theory unique and singular in elucidating the
atomistic mechanisms.

Many of the mentioned challenges above could benefit from
the development of machine learning models. Machine learning
interatomic potentials could greatly accelerate the exploration of
the potential energy surface, which enables extensive sampling of
complex reconstructed surfaces with mixed adsorbate coverages
and long time scale molecular dynamics simulations of very large
systems.42−44 For systems involving more complicated inter-
actions or with strong correlations, machine learning can also
help determine the optimal functional and hyperparameters to

improve overall accuracy and speed.45,46 In addition, machine
learning models can extract descriptors out of the many
properties of a catalyst system to accelerate virtual screening
and rational design.33,47 The ensemble representation combined
with machine learning models have also been demonstrated to
be powerful for interpreting in situ spectroscopic signals of
complex systems.48−50 However, there are still several challenges
lying ahead for the application of ML in designing SAEs: (1) The
representation of SAEs are usually simplistic without consid-
eration of dynamics at the active center and at the interface. (2)
The upper limit of the accuracy of the trained DFT models is
that of the training set (usually DFT), so ML can never capture
anything out of scope for the DFT, such as complexity of the
electronic structure, some are not well described by regular DFT
and require more advanced treatments.51 (3) ML interatomic
potentials cannot address constant-potential simulations where
the number of electrons fluctuates and the system effectively
travels multiple potential energy surfaces upon charge transfer.
(3) The unconventional pathways (the ones highlighted in this
Account) are not in the training set nor in the representations;
hence the optimization using ML would be confined in a
predefined search space limited by the prior work.

In this Account, we provide an overview of recent findings on
the critical role of solvation and electrode potential in modeling
the dynamics and free energetics of SAEs, with discussions on
their implications, challenges, and possible solutions. We
illustrate that the SAEs, despite a relatively simple structure,
have dynamic behaviors, ensemble phenomena, and interfacial
chemistry as rich as those of restructuring clusters and surfaces.
By leveraging state-of-the-art computational tools, we show that
it is now possible to include realistic factors into the model to
better understand activity and selectivity trends, elucidate
reaction mechanisms, and revise SAE design principles.

We highlight the importance and benefits of removing the
convenient assumptions and recovering the dynamics and
realistic factors that are removed in the popular simplistic
activity models whenever possible. Only by doing so can we
identify the applicability of the simplistic models, so that we can
use them more confidently in the systems where they hold, and
revise or reinvent them for the systems where they do not. The
methods discussed here may seem overkill at the moment, but
we believe they will become routine calculations in a decade or
two. Just as periodic DFT calculations became routine and gave
rise to the CHE and activity volcanoes, the methods considering
the full complexity of electrochemical interfaces would form the
basis for developing next-generation activity models for the
design of SAEs with activity, selectivity, and stability beyond the
upper limit of existing design principles.

We hope this Account can inspire the modeling community to
face, understand, address, and make use of the complexity of the
electrochemical interface to unlock rich interfacial chemistry
and open up hidden dimensions for catalyst design. It is worth
the effort to go down this rabbit hole.
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